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Abstract— This paper studies the problem of cooperatively
solving a time-varying linear equation of the form A(t)x(t) =
b(t), which always has a unique solution. Each agent has
access to only some rows of the time-varying augmented matrix
[A(t) b(t)]. We propose a distributed algorithm for solving
the time-varying linear equation. The proposed distributed
algorithm enforces local solutions to track local time-varying
manifolds corresponding to local linear sub-equations while
simultaneously reaching a consensus. This enables all local
solutions to converge to the solution of the original time-varying
linear equation. Finally, the effectiveness of the proposed algo-
rithm is demonstrated through its application in a cooperative
monitoring task.

I. INTRODUCTION

Linear equations are essential tools in biochemical science
and engineering technology, particularly in mass balance of
chemical reactions [1], least squares identification [2], and
equilibrium in electricity market [3]. Traditionally, linear
equations are generally solved in a centralized way. How-
ever, in networked problems, it is often necessary to divide
the linear equation into multiple linear sub-equations using
distributed algorithms, such as distributed estimation [4], and
distributed solving of the Sylvester equation [5].

For the linear equation that has a unique solution,
projection-consensus-based distributed algorithms can obtain
the unique solution. In [6]-[7], the authors design consensus
algorithms to enforce each agent’s local solution to move
along the tangent space of the corresponding local linear
sub-equation, so that all local solutions can always satisfy
their local linear sub-equations while reaching the agreement.
In [8]-[10], tracking control terms are additionally added in
the consensus-based algorithms to track the local manifold
corresponding to the local linear sub-equation. This allows
agents to have arbitrarily initial local solutions. [11] extends
the result to finite-time convergence. Switching [12] and
random [13] networks are also studied. [14] transforms
the problem of distributed solving linear equation into the
distributed optimization problem, which is solved by using
the distributed fixed point method. More complex linear
equation partitioning is considered in [15], where agents can
only obtain the partial columns of the linear sub-equations.
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The underdetermined linear equation refers to a linear
equation that has multiple solutions. The algorithms pro-
posed in [8]-[10] are also feasible, but the obtained solution
will be affected by many factors, such as the initializa-
tions and communication topologies [10]. Therefore, the
minimum-norm solution is preferred because of its unique-
ness. In [16], the authors propose a distributed algorithm for
obtaining the specific solution with minimum l2-norm to a
prescribed point. Additionally, the distributed algorithm to
obtain the minimum l1-norm solution is studied in [17].

The overdetermined linear equation refers to a linear
equation with redundant row conditions [19]. The overde-
termined linear equation is usually unsolvable, but its least
squares solution always exists. Discrete-time [19]-[20] and
continuous-time [21]-[22] distributed algorithms for solving
least squares have been proposed. In [23], a distributed form
of Arrow-Hurwicz-Uzawa flow is proposed from the classical
centralized form. Additionally, the least squares solution of
the linear matrix equation is studied in [24].

Although the distributed solution of the time-invariant
linear equation Ax = b has been widely studied in the past
several years, there is a lack of research on the distributed
solution of the time-varying linear equation A(t)x(t) = b(t).
In [8], the authors discuss the case where b(t) is time-
varying, and claim that the algorithm proposed in [8] will
obtain an approximate consensus solution of Ax(t) = b(t).
However, the quality of the approximation linked to the rate
of variation of b(t), and the authors do not provide a formal
analysis or consider the case where A(t) is also time-varying.

In this paper, we propose a distributed algorithm for solv-
ing a time-varying linear equation of the form A(t)x(t) =
b(t), which always has a unique solution. The proposed
algorithm can obtain the precise solution of the time-varying
linear equation and is insensitive to the initializations of local
solutions. The proposed algorithm enforces local solutions
to track the local manifolds corresponding to their local
sub-equations and eventually to reach a consensus, i.e.,
converging to the solution of the original time-varying linear
equation.

The remainder of this paper is organized as follows. First,
some preliminaries are given in Section II. The problem
of cooperative solving the time-varying linear equation is
formally defined in Section III. Section IV describes the
proposed main distributed algorithm and proves its stability.
Finally, we demonstrate the effectiveness of the proposed
algorithm through an application of cooperative monitoring
tasks in Section V.
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II. PRELIMINARIES

This section presents some notations and preliminary
results that will be used in this paper.

A. Notions

⊗ denotes the Kronecker product. In denotes the n × n
identity matrix. 1n and 0n denote the all-one and all-
zero vector

[
1 ... 1

]
∈ Rn and

[
0 ... 0

]
∈ Rn,

respectively. ‖y‖1 denotes the l1-norm of vector y. ‖F‖∞
denotes the ∞-norm of the matrix F. Let diag (c1, ..., cn)
be the diagonal matrix with the elements in the main
diagonal being ci. diag (D1, ...,Dn) represents the block-
diagonal matrix with each diagonal block Di. Let sgn (·)
denote the signum function. For a vector z ∈ Rn, sgn (z) =[
sgn (z1) · · · sgn (zn)

]T
.

B. Graph Theory

A graph G is a pair (V ,E), where V = {v1, ..., vn} is
a non-empty finite set of nodes and E ⊆ V × V is a set
of ordered pairs of nodes, called edges. An edge (vj , vi)
represents the communication path from node vj to node vi.

The adjacency matrix is A = [aij ] ∈ Rn×n, where aij =
1, if (vj , vi) ∈ E , and aij = 0, if (vj , vi) /∈ E . In general,
aii = 0 is defined. The set N i =

{
j ∈ V : (vj , vi) ∈ E

}
contains all neighbors of node vi.

The Laplacian matrix is L ∈ Rn×n is defined as

[L]ij =


0 (vj , vi) /∈ E
−aij (vj , vi) ∈ E∑
j∈N i

aij i = j

where N i = {j ∈ V : (vj , vi) ∈ E} is a set containing all
neighbors of node vi.

III. PROBLEM STATEMENT

The aim of this study is to investigate the problem of solv-
ing a time-varying linear equation in a distributed manner.
We consider a group of N agents consisting of the node set
V . Agents have distributed network communication under
the connected undirected graph G, whose corresponding
Laplacian matrix is denoted by L.

The group of N agents cooperatively solve the time-
varying linear equation [A(t) b(t)], such that

A(t)x(t) = b(t), (1)

where x(t) ∈ Rn; A(t) ∈ Rm×n is a time-varying matrix;
b(t) ∈ Rm is a time-varying vector. It follows

A(t) =

A1(t)
...

AN (t)

 b(t) =

 b1(t)
...

bN (t)

 Ai(t) ∈ Rmi×n

bi(t) ∈ Rmi

where
∑N

i=1mi = m, mi ≥ 1.
The agent i only knows mi rows of the augmented matrix

[A(t) b(t)], holding a local linear sub-equation, such that

Ai(t)x(t) = bi(t). (2)

Let the agent i also governs a local solution xi(t), whose
update law is to be designed in the next section.

ẋi(t) = ui(t). (3)

The primary objective of this study is to find the solution
of the time-varying linear equation (1) by the group N agents
in a distributed manner, such that

lim
t→∞

A(t)xi(t) = b(t), ∀i ∈ V .

We have the following assumptions.
Assumption 1: The time-varying linear equation (1) always

has a unique solution x∗(t), which implies that m ≥ n and
the following condition always holds

Rank
([
A(t) b(t)

])
= Rank(A(t)) = n.

Moreover, the derivative of x∗(t) is always bounded by

||ẋ∗(t)||2 < δ,

where δ > 0.
Assumption 2: The derivative of local linear sub-equation

(2) is always bounded by∥∥∥∥Ai(t)
T
(

Ai(t)AT
i (t)

)−1
Ȧi(t)

∥∥∥∥
∞
< σi, ∀ i ∈ V ,

where σi > 0.
Note that we will omit argument t when it is clear that

A(t), Ai(t), b(t), bi(t), xi(t), and x∗(t) are time-varying.

IV. MAIN ALGORITHM

Let Mi = {y ∈ Rn : Aiy = bi} denotes the time-varying
manifold of the linear sub-equation.

To cooperatively solve the time-varying linear equation,
we introduce the following sub-objectives of local solutions:

1) For each agent, the local solution xi tracks its time-
varying manifold Mi.

2) All local solutions {xi}Ni=1 reach a consensus.
The first sub-objective ensures that each local solution sat-

isfies the time-varying local linear sub-equation. The second
sub-objective ensures that all agents obtain the same local
solution to the original linear equation. If local solutions
{xi}ni=1 satisfy the above two sub-objectives simultaneously,
we can conclude that every local solution satisfies all of time-
varying local linear sub-equations, i.e. every local solution is
the solution of the time-varying original linear equation (1).
To achieve this goal, we propose the following distributed al-
gorithm for solving the original time-varying linear equation
(1).

ui = gi + f i, (4)

f i =− kiAT
i

(
AiAT

i

)−1
(Aixi − bi) ,

− AT
i

(
AiAT

i

)−1 (
Ȧixi − ḃi

)
,

(5)

gi = −γPisgn

Pi

∑
j∈N i

(xi − xj)

 , (6)
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with ki > σi, and γ > δ, where Pi ∈ Rn×n denotes the
orthogonal projection matrix to the kernel of Ai, such that

Pi = In − AT
i

(
AiAT

i

)−1
Ai.

If we consider a non-zero vector z ∈ Rn, its projection
onto the tangent space of the manifold Mi can be denoted
by Piz.

Now we have the following theorems.
Theorem 1: The algorithm (4) can enforce the local

solution xi with the dynamics (3) to track the time-varying
manifold Mi(t), such that

lim
t→∞

Aixi = bi.

Proof: The tracking error of the time-varying manifold is
defined as εi = Aixi−bi. We consider a Lyapunov function

Viε =
1

2
εTi εi,

whose derivative is

V̇iε =εTi ε̇i

=εTi

(
Ȧixi + Aiui − ḃi

)
.

Note that gi is orthogonal to Ai. It gives

Aigi = 0mi
.

Thereby, we have

V̇iε = −ki ‖εi‖22 .

Then, it follows εi → 0, t → ∞, which denotes that xi
will lie in Mi(t), such that Aixi → bi, t→∞. �

Theorem 2: Under Assumption 1 and 2, the algorithm (4)
can enforce xi with the dynamics (3) to reach a consensus,
such that

lim
t→∞

xi − xj = 0n, ∀i, j ∈ V .

Proof: The solution error is defined as ei = xi − x∗.
We known that x∗ also satisfies each local linear sub-

equation, such that Ax∗ = bi. It follows that

Ȧix∗ + Aiẋ∗ = ḃi

Then, it is considered that

f i =− kiAT
i

(
AiAT

i

)−1
(Aixi − bi)

− AT
i

(
AiAT

i

)−1 (
Ȧixi − ḃi

)
=− kiAT

i

(
AiAT

i

)−1
(Aixi − Aix∗)

− AT
i

(
AiAT

i

)−1 (
Ȧixi − Ȧix∗ − Aiẋ∗

)
=− ki (In − Pi) ei − AT

i

(
AiAT

i

)−1
Ȧiei

+ (In − Pi) ẋ∗

=− ki (In − Pi) ei − (In − Pi) AT
i

(
AiAT

i

)−1
Ȧiei

+ (In − Pi) ẋ∗,

where the following condition is used:

(In − Pi) AT
i

(
AiAT

i

)−1
Ȧi = AT

i

(
AiAT

i

)−1
Ȧi.

It is also considered that

gi =− γPisgn

Pi

∑
j∈N i

(xi − xj)


=− γPisgn

Pi

∑
j∈N i

[(xi − x∗)− (xj − x∗)]


=− γPisgn

Pi

∑
j∈N i

(ei − ej)

 .
The dynamics of ei obtained by

ėi =ẋi − ẋ∗

=ui − ẋ∗

=− ki (In − Pi) ei − (In − Pi) AT
i

(
AiAT

i

)−1
Ȧiei

− Piẋ∗ − γPisgn

Pi

∑
j∈N i

(ei − ej)

 ,
which can be rewritten into the matrix form, such that

ė =−K (InN − P) e− (InN − P) Ge
− Pξ̇ − γPsgn

(
PL̄e

)
,

where L̄ = L⊗ In, and

e =
[
eT1 · · · eTN

]T
,

ξ̇ =
[
(ẋ∗)T · · · (ẋ∗)T

]T
,

K =diag (k1, k2, ..., kN )⊗ In,
P =diag (P1, · · · ,PN ) ,

G =diag

(
AT

1

(
A1AT

1

)−1
Ȧ1, · · · ,AT

N

(
ANAT

N

)−1
ȦN

)
.

Now, we consider a Lyapunov function

Ve =
1

2
eTL̄e,

which satisfies Ve > 0, except the equilibrium point ei−ej =
0, ∀i, j ∈ V . The derivative of Ve is

V̇e =eTL̄ė
=−KeTL̄ (InN − P) e− eTL̄ (InN − P) Ge
− eTL̄Pξ̇ − γeTL̄Psgn

(
PL̄e

)
≤− eT (K−G) (InN − P) L̄e

− (γ − ‖ẋ∗‖1)

n∑
i=1

∥∥∥∥∥∥Pi

∑
j∈N i

(ei − ej)

∥∥∥∥∥∥
1

≤− eT (K−G) (InN − P) L̄e
− (γ − ‖ẋ∗‖1) 1T

nN

∥∥PL̄e
∥∥
1
.

(7)

3162

Authorized licensed use limited to: NORTHWESTERN POLYTECHNICAL UNIVERSITY. Downloaded on January 28,2024 at 14:36:55 UTC from IEEE Xplore.  Restrictions apply. 



According to Assumption 2, we know that K − G is
positive definite, because we can estimate that all eigenvalues
of K−G are positive by using the Gerschgorin disk theorem.
According to Assumption 1, we also know (γ − ‖ẋ∗‖1) > 0.
Further, in view of the fact that both (InN − P) and L̄ are
positive semi-definite, it is concluded V̇e ≤ 0.

When V̇e = 0, it represents (K−G) (InN − P) L̄e = 0
and PL̄e = 0. There is no non-zero vector z = L̄e that
satisfies both (InN − P) z = 0 and Pz = 0. Therefore, when
V̇e = 0, L̄e = 0, which implies the error e reach a consensus,
such that ei−ej → 0, t→∞, ∀i, j ∈ V . Further, xi−xj →
0, t → ∞, ∀i, j ∈ V . Local solutions also can reach a
consensus. �

In view of Theorem 1 and Theorem 2, we know that
local solutions can track their corresponding time-varying
manifolds and reach a consensus eventually. It implies that
every local solution will satisfy all time-varying linear sub-
equations (2), and these local solutions are exactly the
solution of the original time-varying linear equation (1).

V. CASE STUDY
This section gives a simulation by introducing the coop-

erative monitoring task described in [25]. There are 6 agents
cooperatively observing a linear process, such that

ẋ = Aex, (8)

where x ∈ R8, and

Ae =



0 1 0 1 0 1 0 1
−1 0 1 −1 0 0 0 0
0 −1 0 0 0 0 1 1
−1 1 0 0 0 0 0 0
0 0 0 0 0 0 0 0
−1 0 0 0 0 0 1 1
0 0 −1 0 0 −1 0 0
−1 0 −1 0 0 −2 0 0


,

x (0) =
[
1 0 1 0 1 0 1 0

]T
.

Each robot observes the linear process with the following
linear measurement model

bi = Aix, (9)

where

A1 =

[
1 1 1 1 1 1 1 1

2 + cos(7t) 1 1 1 1 1 1 0

]
,

A2 =
[
2 + cos(6t) 1 1 1 1 1 0 0

]
,

A3 =

[
2 + cos(5t) 1 1 1 0 0 0 0
2 + sin(4t) 1 1 0 0 0 0 0

]
,

A4 =
[
2 + sin(3t) 1 1 0 0 0 0 0

]
,

A5 =
[
2 + sin(2t) 1 0 0 0 0 0 0

]
,

A6 =
[
2 + sin(1t) 0 0 0 0 0 0 1

]
.

The objective of the cooperative monitoring task is that
using the local measurement bi and distributed communica-
tion, each robot’s local estimation xi can track the signal x
governed by (8), such that

lim
t→∞

xi = x, ∀i ∈ V .

Fig. 1. The communication topology between robots.

Fig. 2. Simulation results of the tracking errors of local time-varying
manifolds. It is shown local solutions can converge to the time-varying
manifolds.

It is noted that local linear sub-equations described in (9)
constitute a linear equation, such that

Ax = b. (10)

where

A = [AT
1 · · · AT

6 ]T,

b = [bT1 · · · bT
6 ]T.

Notice that it always holds Rank(A) = 8. (10) always
has a unique solution. Now, we can use the proposed
distributed algorithm (4) to solve this cooperative monitoring
task problem by distributed solving the time-varying linear
equation (10).

Ȧi can be obtained by taking the derivative of Ai. ḃi can
be obtained by tracking the derivative of (9). The group of
6 robots form an undirected communication topology shown
in Fig. 1. Their local solutions are randomly located in [0, 1].
We select K = 5InN , and γ = 7, which satisfy Assumption
1 and Assumption 2.

The simulation results are given in Fig. 3, 4, and 2. For
each robot, the tracking error of the time-varying manifold is
shown in Fig. 3. The local solution can keep moving on the
manifold after converging to it, which implies that local sub-
linear equations can be satisfied. The tracking performance
of the local solution to the solution of the original linear
equation is shown in Fig. 4, and the tracking errors are shown
in Fig. 2. All local solutions reach a consensus and converge
to the solution of the original linear equation. It implies
that the original time-varying linear equation is cooperatively
solved.
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Fig. 3. Simulation results of local solutions and the solution of the original
linear equation. It is shown that all local solutions can track the time-varying
solution of the original linear equation.

Fig. 4. Simulation results of errors of local solutions. It is shown that the
errors converge to zero.

VI. CONCLUSIONS AND FUTURE WORKS

We have proposed a distributed algorithm for a group of
agents cooperatively solving a time-varying linear equation,
which has a unique solution. Each agent only has access to
partial rows of the linear equation, i.e. each agent holds a
local linear sub-equation. To cooperatively solve the time-
varying linear equation, the proposed distributed algorithm
enforces local solutions to track their local time-varying man-
ifolds and to reach a consensus simultaneously, ensuring that
all local solutions can converge to the solution of the original
time-varying linear equation. The proposed algorithm can
configure initial values of local solutions arbitrarily. Based
on the simulation of the cooperative monitoring task with
up to six robots, we demonstrated a successful distributed
solution of the time-varying linear equation.

Future research will include exploring the distributed
algorithm for least squares and minimum norm solutions of
the time-varying linear equation.
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